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Abstract 

Text mining is useful for extracting logical patterns and rules from the unstructured data. However, the process can be 

complicated due to the complexity and amount of data itself. There are various classification methods to choose from, 

depending on the goals at hand. Hence, there is a need to have steps in text mining using classification methods that is 

customary to provide valuable knowledge for better decision makings by identifying issues pertinent to data collection, 

cleaning, and pre-processing that can help to avoid overfitting. 

 

Abstrak 

Text mining sangat berguna untuk mengekstrasi pola-pola logika dan aturan-aturan dari data yang tidak terstruktur. Akan 

tetapi, prosesnya dapat menjadi rumit karena kompleskitas dan jumlah datanya. Ada beberapa metode klasifikasi yang 

dapat dipilih, tergantung dari tujuan yang ingin dicapai. Oleh karena itu, diperlukan langkah-langkah dalam pengerjaan 

text mining dengan menggunakan metode-metode klasifikasi yang dapat dikustomisasi untuk menyediakan pengetahuan 

berharga dalam pengambilan keputusan melalui identifikasi isu-isu yang berhubungan pengumpulan data, pembersihan, 

dan pra-proses sehingga mampu menghindari overfitting. 
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1. Introduction 

Text mining is an extension of data mining that uses 

knowledge discovery techniques to extract logical patterns 

and rules from unstructured data (Pritam and Huan 2012, 

and Shmueli et al. 2010). It involves methods at the 

intersection of information retrieval, text-analysis, natural 

language processing, and information classification based 

on large amount of data (Ghosh et al. 2012, Hotho et al. 

2005, and Mehmed 2011). Text mining is used in a wide 

variety of fields and applications such as in military, 

medical research, business, and more. 

The most compelling factor for the rapid growth of 

text mining is the growth of data that “is driven not simply 

by an expanding economy and knowledge base but by the 

decreasing cost and increasing availability of automatic 

data capture mechanism” (Shumeli et al. 2010: 5). The 

Internet, for an example, has captured a huge quantity of 

information that enables companies to shift their focuses 

from products and services to the needs of their customers 

based on individual transactions. Unfortunately, the 

operational database supporting the routine business 

activity can only handle  

simple queries but is not able to perform more complete 

and aggregate data analysis by extracting useful 

information from large data sets. Hence, this is considered 

as a serious problem for companies because data 

exploration and analysis are highly required to discover 

meaningful patterns and rules. 

The text mining techniques are more complicated and 

complex than data mining due to unstructured and fuzzy 

nature of data. In this regard, there are various text mining 

techniques and approaches that can be used such as 

classification (supervised) and clustering (unsupervised) 

(Mehmed 2011, Ringel et al. 2010, and Tekiner et al. 

2009). This research particularly defines the classification  

 

 

 

method as “the process of learning a set of rules from a set 

of examples in a training set. Text classification is a mining 

method that classifies each text to a certain category” (Irfan 

et al. 2004: 5). There are two categories for this 

classification that are machine learning based text 

classification (MLTC) and ontology based text 

classification. 

 Due to the complexity and paramount of data to deal 

with, there is a need to have a better understanding of the 

problem before getting into the details of algorithms to be 

used. It is strongly urged to employ a list of steps in text 

mining, particularly in classification methods, that is 

customary to provide valuable knowledge for decision 

support. Having said that, it is also urged to identify issues 

pertinent to data collection, cleaning, and pre-processing 

that can help to avoid overfitting. 

2. Statement of Purpose 

 The purpose of this research is to enlist steps in text 

mining using classification methods that is customary to 

provide valuable knowledge for better decision makings by 

identifying issues pertinent to data collection, cleaning, 

and pre-processing that can help to avoid overfitting. 
 

3. Research Objectives 

1. Enlisting steps in text mining using classification 

methods that are customary to provide valuable 

knowledge for better decision makings. 

2. Discussing issues related to data collection, cleaning, 

and pre-processing that can help avoid to overfitting. 
 

 

 

 

 



4. Research Question 

 What are steps in text mining using classification 

methods to provide valuable knowledge for better decision 

makings by identifying issues pertinent to data collection, 

cleaning, and pre-processing that can help to avoid 

overfitting? 
 

5. Literature Review 

5.1 Definition of Text mining 

It is arguable that there is no universally agreed 

definition of text mining partly because it is being used by 

different communities for different purposes. 

Nevertheless, Hotho et al. (2005) explains that text mining 

is generally the process of extracting interesting 

information and knowledge from unstructured text. They 

also point out that text mining is interdisciplinary methods 

used to draw “on information retrieval, machine learning, 

statistics, computational linguistics and especially data 

mining” (2005: 2). 

In support of this, Clark (2013) further adds that text 

mining is the process of extracting meaning from text in 

the form of concepts, the relationships between the 

concepts or the actions performed on them and presents 

them as facts or assertions. It is believed that text mining 

essentially corresponds to the extraction of information 

that is clearly and explicitly stated in the text (Bhushan        

et al. 2014). This study therefore defines text mining as the 

extraction of logical patterns and rules from unstructured 

data to gain valuable knowledge for different purposes. 

 

5.2 Classification Methods 

As mentioned above, classification methods or 

supervised learning are widely used to classify each text to 

a certain category based on the learning process done on a 

set of rules from a set of examples in a training set. Korde 

and Mahender define classification as “a set of logical rules 

that convert expert knowledge on how to classify texts 

under the given set of categories” (2010: 85). 

 5.3 Classification Algorithms 

Classification can be further divided into two 

categories that are machine learning based text 

classification and ontology based text classification (Irfan 

et al. 2014). Each classification category leads to different 

algorithms that can result in varied performances. 

Algorithm consists of specific procedures used to 

implement a particular technique such as classification 

tree, discriminant analysis, and the like.  

According to Ghosh et al., classification algorithms are 

useful for discovering a model for the class in terms of the 

remaining attributes. Having said that, we need “the 

training data set to build a model of the class label based 

on the other attributes such that the model can be used to 

classify new data not from the training data set” (2012: 

223). The following figure depicts different algorithms to 

choose from. 

 

 

Figure 1: Classification Algorithms in Text Mining (Irfan et 

al. 2014, Hotho et al. 2005, Shmueli et al. 2010) 

Regardless what classification algorithms used, it is 

important to have clear goal definitions that lead to suitable 

model deployment. Shumeli et al. (2010) explain that 

model is an algorithm as applied to a dataset, complete 

with its settings (many of the algorithms have parameters 

that the user can adjust). In order to do so, we need to have 

steps in text mining using classification techniques that are 

customary for exploring data and building models.     We 

can thus select the one that is most useful for better 

decision makings. 

 

6. Discussion 

 For the past few years there has been a lot of research 

in the area of text mining, especially the classification 

techniques, for various purposes (Korde et al. 2010, 

Shumeli et al. 2010, Dalal and Zaveri 2011, Ghosh et al. 

2012, Bhushan et al. 2014, and Irfan et al. 2014). The text 

mining techniques are complicated and complex due to 

unstructured and fuzzy nature of data. Hence, there is a 

need to have a list of steps in doing text classification that 

is customary to meet the goal at hand. This study divides 

the steps into three different phases that consist of 

numerous steps to serve different purposes accordingly. 

The three phases are i) pre-processing, ii) model selection, 

and iii) result validations.  

6.1 Phase I: Pre-processing 

6.1.1 Objectives 

1. To collect data from the database(s).  

2. To present data in clear, structured, and consistent 

format to be used in the analysis. 

6.1.2 Outputs 

Training dataset, validation dataset, and test dataset. 

6.1.2 Steps 

Step 1.1: Develop an understanding of the purpose of the 

text mining project 



Step 1.2: Assemble a target data set to be used in the 

analysis. 

Step 1.3: Explore, clean, and preprocess the data 

Pre-processing may consume considerable processing 

time but it can guarantee successful implementation of data 

exploration and analysis. There are two basic methods of 

text pre-processing to use such as feature extraction and 

feature selection. Irfan et al. (2014: 3) further categorize 

feature extraction into ‘Morphological Analysis (MA), (b) 

Syntactical Analysis (SA), and (c) Semantic Analysis 

(SA)’. MA basically deals with individual words 

represented in a text and mainly consists of tokenization, 

removing stop words, and stemming word (Korde and 

Mahender 2012: 86, Dalal and Zaveri 2011).  

- Tokenization: A document is treated as a string, and then 

partitioned into a list of tokens. 

- Removing stop words: Stop words such as “the”, “a”, 

“and”, and others are frequently occurring, so the 

insignificant words need to be removed. 

- Stemming word: Applying the stemming algorithm that 

converts different word form into similar canonical 

form. This step is the process of conflating tokens to 

their root form, e.g. implementation to implement, 

calculating to calculate, working to work 

Irfan et al. also explains that Syntactical Analysis 

“provides knowledge about the grammatical structure of a 

language that is often termed as syntax. For instance, the 

English language comprises of noun, verb, adverb, 

punctuation, and other parts of speech” (2014: 3). On the 

other hand, Semantic Analysis is used to find concepts, 

events, and relationships between them. 

Feature selection is useful for eliminating irrelevant 

and redundant information from the target text (Dalal and 

Zaveri 2011). This can be done by scoring the words. 

Feature selection has three methods to choose from such as 

frequency based feature selection, latent semantic indexing 

(LSI), and random mapping. 

The following diagram will depict the pre-processing 

using feature extraction and feature selection. 

 

Figure 2: Pre-processing Using Feature Extraction and 

Feature Selection (Dalal and Zaveri 2011, Korde and 

Mahender 2012, Irfan et al. 2014)  

The next thing to do is to analyze the multivariate data 

sets. Then, do clean the target set by removing the 

observations containing noise and those with missing data. 

Review and examine the data to see what messages they 

hold; records might be aggregated into groups of similar 

records. Lastly, it is recommended to use graphical 

analysis by looking at each variable separately as well as 

looking at relationship between variables. 

Step 1.4: Reduce the data, if necessary, and (where 

supervised training is involved) separate them 

into training, validation, and test datasets as 

shown below. 

 

Figure 3: Datasets for Text Mining 

 

6.1.4   Issues and Solutions to Pre-Processing 

There are several issues pertinent to pre-processing 

including: 

- classifying unstructured data 

It is important to pay attention to the types of variables 

used which can be numerical or text (character). They can 

be continuous, integer, or categorical. Categorical 

variables are basically unordered (nominal variables) like 

North America, Europe, Asia, and others. Meanwhile, 

ordinal variables are such as high value, low value, and nil 

value. Having said that, categorical variables must be 

decomposed into a series of dummy binary variables. 

Examples:  
Student – Yes/No; 

Unemployed – Yes/No;  

Employed – Yes/No;  

Retired – Yes/No 

Variable selection is useful for finding the relationship 

between Y and a single predictor variable X. While doing 

that, we must try to avoid overfitting or overreached 

because we might somehow mislabel the noise in the data 

as it were a signal. Other words, we ended up “explaining” 

some variation in the data that was nothing more than 

chance variation. 

- handing large number of data 

Another question often asked when doing text mining 

is “how many variables and how much data?”. According 

to Shmueli et al. (2010), for classification is to have at least 

6 x m x p records (m= the number of outcome classes; p= 

Training Dataset

"learns" about relationship between 
input and output variables

data used to build various models

Validation Dataset

outcome is known. 

see how well the model compared to 
others

Test Dataset

use the final model to predict how 
well it will do



the number of variables). However, these numbers may 

vary depending on the goals at hand.  

Do not forget to look for missing values. If the number 

of records with missing values is small, those records 

might be omitted. However, if we have a large number of 

variables, even a small proportion of missing values can 

affect a lot of records. 

The last thing to do is normalizing (standardizing) data. 

This can be done by subtracting the mean from each value 

and divided by the standard deviation of the resulting 

deviations from the mean. 
 

6.2 Phase II: Model Selection 

6.2.1 Objectives 

1. To learn the process for the training data set.  

2. To build various models that are to be examined. 

3. To assess the performance of each model by comparing 

models and pick the best one. 

6.2.2 Outputs 

Several models and their performances. 

6.2.3 Steps 

Step 2.1: Choose the classification algorithms to be used 

(K-nearest neighbors, Naïve Bayes, 

classification trees, logistic regression, neural 

nets, or discriminant analysis). 

Step 2.2: Use algorithms to perform the tasks. 

This is typically an iterative process – trying multiple 

variants, and often using multiple variants of the same 

algorithm (choosing different variables or setting within 

the algorithm). Where appropriate, feedback from the 

algorithm’s performance on the validation data is used to 

refine the setting. The following steps can be used when 

required to assess performance of the chosen model with 

new data. 

 

Figure 4: Building and Selecting Model(s) 

6.2.4 Issues and Solutions to Model Selection 

No single method is found to be superior to all others 

for all types of classification. Hence, there is a need to 

experiment with more classification algorithms in order to 

achieve better classification results.  

6.3 Phase III: Result Validations 

6.3.1 Objectives 

To show validated patterns produced by the selected 

text mining algorithms in the wider data set. 

6.3.2 Outputs 

Model deployment. 

6.3.3 Steps 

Step 3.1: Perform proper statistical hypothesis testing. 

Step 3.2: Verify that the patterns produced by the text 

mining algorithms occur in the wider data set. 

Step 3.3: Interpret the results of the algorithms  

This involves making a choice as to the best algorithm 

to deploy, and where possible, testing the final choice on 

the test data to get an idea as to how well it will perform. 

(Recall that each algorithm may also be tested on the 

validation data for tuning purposes; in this way the 

validation data become a part of the fitting process and are 

likely to underestimate the error in the deployment of the 

model that is finally chosen). 

Step 3.4: Deploy the model 

This involves integrating the model into operational 

systems and running it on real records to produce decisions 

or actions. 

6.3.4 Issues and Solutions to Result Validations 

Using the final model to see how well it do upon the 

test data. The performance of a classification algorithm is 

significantly affected by the quality of data source. 

Irrelevant and redundant features of data not only increase 

the cost of text mining process, but also reduce the quality 

of the result in some cases. Each algorithm has its own 

advantages and disadvantages with their time complexity. 

7.  Summary 

1. There are three phases of text mining using 

classification methods that are  pre-processing, model 

selection, and result validations. 

2. Pre-processing phase is mainly to gather, explore, 

clean, and pre-process data that are to be used in 

analysis. Feature extraction and feature selection can be 

employed for pre-processing. The outputs of this phase 

include training dataset, validation dataset, and test 

dataset. Issues to consider in this phase are such as 

classifying unstructured data and handing large number 

of data. 

3. In the Model Selection phase, there are a few models 

made based on the learning process from the training 

set. Each model will be thus examined and compared 

its performance through iterative process. Based on the 

feedback gathered from the testings, a model is picked 

and refined using validation data. No single method is 

found to be superior to all others for all types of 

classification. Hence, there is a need to experiment with 



more classification algorithms in order to achieve better 

classification results. 

4. In Result Validations phase, the patterns produced by 

the text mining algorithms occur in the wider data set is 

carefully verified. The performance feedback is 

important to ensure the quality of the results while 

considering the cost of text mining process. 

 

8.  Recommendations 

There are number recommendations made for this 

study as follows: 

1. To create a more thorough framework for each phase of 

text mining that can be used by both classification and 

clustering techniques. 

2. To provide working templates and deliverable 

checklists required for steps designed in each phase of 

text mining to ensure that deliverable(s) of each step is 

of high quality, reliable, and manageable. 

3. To provide step-by-step guidance in building and 

selecting models using various algorithms and tools.   
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