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ABSTRACT

Algorithm is a step-by-step procedure to solve certain problem. It is later
transformed into another form that is understandable for computer, called program. In
designing an algorithm there are two things needed. They are efficiency and
correctness. Program correctness is important since a program will be useless if it
cannot perform an expected output. On the other side, efficiency is also important. In
sequential programs, the statement is executed one after another. Meanwhile, there are
some sections of that program that can be synchronized so that they can be executed
simultaneously. Nevertheless, the synchronization process needs some rules or
protocols so that they will do exactly the same as they were put sequentially. The big
advantage here is the efficiency and it is the main issue of multiprogramming. The
synchronized programs are called a multiprogram.

A problem may occur when those program are being synchronized. For
example, in a problem named mutual Exclusion Problem, there are two component
trying to enter critical section. A solution of this problem must ensure that the mutual
exclusion property is satisfied and guarantee that there is no deadlock.

The subject concerned in this thesis, shows how the derivation of Lamport’s
Bakery Algorithm to solve the mutual exclusion problem is made simultaneously with
its proof of correctness, both locally and globally. This work is done through the
approximation method by using the Gries-Owicki Theorem and some logic and
calculus. The approximation is done repeatedly to find a final solution that satisfies
the given specification.

Keywords: efficiency, correctness, sequential program, synchronization,
multiprogramming, multiprogram, The Gries-Owicki Theorem,
local correctness, global correctness, Lamport’s Bakery Algorithm,
Mutual Exclusion, deadlock.



ABSTRAK

Algoritma adalah langkah-langkah yang harus diambil dalam memecahkan
suatu masalah. Algoritma ini kemudian diterjemahkan dalam suatu bentuk yang dapat
dipahami oleh komputer, yang disebut program. Dalam mendisain sebuah alagoritma,
diperlukan dua hal penting yaitu efisiensi dan kebenaran. Kebenaran sebuah program
sangatlah penting mengingat sebuah program disebut useless jika tidak dapat
memberikan output yang sesuai dengan yang diharapkan. Di lain pihak, efisiensi
jugalah penting. Dalam program-program sekuensial, statements dieksekusi satu
persatu. Padahal, ada beberapa bagian yang dapat disinkronisasi sehingga mereka
dapat dieksekusi secara bersama-sama. Namun demikian, proses sinkronisasi ini
membutuhkan beberapa aturan maupun protokol sehingga saat program dieksekusi,
mereka akan melakukan hal yang sama dengan saat dieksekusi secara sekuensial.
Manfaat terbesar yang dapat diperoleh adalah dalam hal efisiensi dan inilah isu
terpenting dalam multiprogramming. Program-program yang telah disinkronisasi
disebut multiprogram.

Namun, masalah dapat terjadi saat proses sinkronisasi itu dilakukan.
Contohnya, dalam permasalahan yang lebih dikenal dengan Mutual Exclusion, ada
dua komponen program yang mencoba untuk memasuki critical section-nya. Solusi
dari permasalahan ini harus memastikan bahwa properti mutual exclusion terpenuhi
dan menjamin bahwa tidak ada deadlock.

Pokok tulisan dalan Tugas Akhir ini menyangkut proses derivasi untuk
Lamport’s Bakery Algorithm untuk mengatasi masalah mutual exclusion. Proses
derivasi dilakukan secara bersamaan dengan pembuktian kebenarannya baik secara
lokal maupun global lewat metode aproksimasi dengan menggunakan teorema Gries-
Owicki. Aproksimasi dilakukan secara berulang-ulang sehingga diperoleh hasil yang
sesuai dengan spesifikasi yang telah diberikan.

Kata kunci: efficiency, correctness, sequential program, synchronization,
multiprogramming, multiprogram, The Gries-Owicki Theorem,
local correctness, global correctness, Lamport’s Bakery Algorithm,
Mutual Exclusion, deadlock.
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